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 In order to defeat typical attacks like the similarity attack, the probabilistic inference attack, and others that 
are possible with anonymized data, we have studied different techniques. To anonymize the data set and 
disseminate the anonymized data set on a distributed environment without endangering data privacy, a 
privacy-preserving distributed framework is suggested in most of the techniques. It is possible to achieve a 
better balance between privacy and data utility, and the data utility is demonstrated in terms of conventional 
measures. The privacy-preserved data set is also subjected to the application of several classifiers in order to 
measure the utility of the data When sharing and processing data in a distributed setting or with the Internet 
of Things, data privacy is a crucial requirement. High communication and computational costs are involved 
in collaborative privacy-preserving data mining based on secured multiparty computation. Data protection 
against identity revelation is achieved by the use of data anonymization, a promising technology in the field 
of privacy-preserving data mining. Anonymization faces significant difficulties, including information loss 
and frequent attacks that may be made on the anonymized data. Utilizing data mining techniques, data 
anonymization has recently demonstrated a considerable increase in data value. Still, the methods now in use 
are ineffective for dealing with attacks. Therefore, a clustering-based anonymization approach that is 
resistant to similarity attacks and attacks based on inference is suggested in this study. On the Hadoop 
Distributed File System, the anonymized data is dispersed. The technique creates a better balance between 
utility and privacy. 
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1. INTRODUCTION 

Today, there is a natural distribution of data over many geographically 
dispersed sites. The knowledge derived from the comprehensive 
collection of data available at these sites is of interest to researchers. Think 
about a sudden epidemic disease that is sweeping through society, and the 
researchers are trying to find its causes, signs, and cures. Data mining on 
patient information available from hospitals across the country or the 
world would be more effective than data mining on information from a 
single hospital. Data and other things are shared through a network of 
objects in the growing field known as the Internet of Things (IoT). IoT has 
applications in many different industries, including inventory 
management, traffic control, and patient monitoring. The user's identity 
and sensitive information pertaining to their interaction and mobility 
should be protected in all of these applications. As a result, IoT data 
privacy for individuals is ensured. Moreover, every hospital keeps a copy 
of each patient's medical record. In accordance with the privacy law, 
information should be kept private (HIPAA, 1999). This necessitates an 
efficient mechanism to protect people's privacy while sharing data in 
distributed environments, the Internet of Things etc., (Yuksel et al., 2017; 
Sicari et al., 2015; Yao et al., 2015; Henze et al., 2016). To publish their 
microdata or share their knowledge with third parties, data owners need 
privacy-preserving data mining or privacy-preserving data publishing 
techniques (Fung et al., 2010; Fahad et al., 2014; Aggarwal and Yu, 2008). 

Some of the key methods used in the field of privacy-preserving data 
mining or data publishing include data anonymization, data 
randomization, and cryptography (Sweeney, 1997; Samarati and Sweeney, 
1998; Samarati, 2001; Sweeney, 2002; Sweeney, Chen et al., 2007; Chen 

and Liu, 2009; Chen and Liu, 2011; Islam and Brankovic, 2011; Pinkas, 
2002; Liu et al., 2015). K-anonymization is the process of making records 
anonymous so that k different people can no longer be distinguished from 
one another. This mechanism guards against identity theft or linkage 
attacks on the record. The possibility that an attacker will reveal a person's 
sensitive attribute value in conjunction with the Quasi Identifier (QID) 
attributes' known values is known as a linking attack or identity 
disclosure. Anonymization is accomplished by either suppressing or 
generalising the QID attributes (Sweeney, 2002). By substituting more 
generalised values for the specific QID values, generalised equivalence 
classes are created. By substituting a "*" for the original value, suppression 
completely eliminates the QID values. Generalization is an NP-hard 
problem, and information is severely lost when it is suppressed. The 
method of choice to protect health care data from identity disclosure is 
known as k- anonymization (Reddy and Aggarwal, 2015). 

A two-step clustering-based k-anonymization algorithm suitable for both 
categorical and numerical data was proposed (Han et al., 2014). This 
technique combines generalisation and microaggregation, two popular 
techniques for anonymization. Fast data-oriented microaggregation 
algorithm for anonymization was proposed by Mor-tazavi and Jalili 
(Mortazavi, 2014). In order to minimise information loss and to satisfy the 
anonymization parameter k, partitions are created. Gkoulala-Divanis and 
others demonstrated that anonymization is the best known method to 
prevent identity disclosure (Gkoulalas-Divanis et al., 2014). The algorithm 
was proposed to preserve privacy and utility. Wimmera and others 
suggested using k-anonymization for multiagent privacy-preserving 
medical data decision making (Wimmera et al., 2016). An adequate level 
of accuracy is achieved in the anonymization of the data combined from 
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several sources. The homogeneity attack, similarity attack, background 
knowledge attack, and probabilistic inference attack are some of the 
frequent attacks that can be made against k-anonymization. 

The l-diversity principle was put forth in order to include l sensitive values 
that are well represented in each equivalence class group 
(Machanavajjhala et al., 2007). To get around the limitations of the l-
diversity principle, a group researchers proposed the t-closeness 
principle. When some sensitive values are more common than others, 
entropy diversity is impossible to achieve and the distinct l-diversity is 
insufficient to defend against a probabilistic inference attack (Li et al., 
2007). According to the t-closeness principle, each equivalence class 
should have a sensitive value distribution that is as similar as possible to 
the distribution of sensitive values in the original data set. But figuring out 
t-close equivalence classes is practically impossible. A stochastic t-
closeness principle combining k-anonymity and -differential privacy was 
put forth by Domingo-Ferrer and Soria-Comas (Domingo-Ferrer and 
Soria-Comas, 2015). The authors circumvent the deterministic t-closeness 
principle's drawbacks. To achieve k-anonymous t-close equivalence 
classes, three different microaggregation algorithms were put forth 
(Soria-comas et al., 2015). The clustering algorithm that was used to 
achieve t-close equivalence among those classes first displays the least 
amount of information loss. The algorithms only work with numerical 
data. 

The conventional approaches are vulnerable to frequent attacks and fall 
short of a better privacy-utility trade-off. The accuracy of the knowledge 
extracted from these data would be im- proved by the use of data mining 
techniques to achieve anonymization (Ghinita et al., 2011; Kisilevich et al., 
2011). With the help of the greedy clustering algorithm, group research 
proposed an MS (k, 2) privacy model for Adverse Drug Reaction data 
(Wen-Yang et al., 2016). The algorithm creates anonymized data that 
satisfies parameter k for anonymization while maintaining the usefulness 
of the data. Similarity attack is a very popular serious data anonymization 
issue. It is uncommon to use the available k-anonymization and l-diversity 
methods to protect data privacy in a distributed setting. Data 
anonymization would be a comparably better method to achieve privacy 
in a fully distributed setting (Chen and Liu, 2009). Hence in this paper we 
intend to employ k-anonymization to preserve the data privacy in a 
distributed environment. We pro- posed a clustering algorithm to achieve 
k-anonymization and l- diversity resilient to similarity attack and 
probabilistic inference attack. Later the privacy-preserved anonymized 
data sets are dis- tributed on Hadoop (Hadoop, 2012; Polato et al., 2014). 

2. ADDITIONAL WORK 

The methods created to defend against similarity attacks and other types 
of attacks that are possible with anonymised equivalence classes are 
discussed in this section. The benefits and drawbacks of employing 
secured multiparty computation with privacy-preserving data mining 
methods on dispersed data are examined. We have also researched 
various recent hybrid and anonymization-based methods for protecting 
data privacy. addressing typical assault techniques. In order to enable data 
publishing that protects user privacy, (, k) anonymity achieves the k-
anonymity property and the - deassociation property. The user defined 
threshold must be less than or equal to the relative frequency of the most 

frequent sensitive value in each equivalence class. The authors 
demonstrate that it is similarly NP-hard to achieve (k, k) anonymization 
(Wong et al., 2006). For data publishing, a group researchers proposed (p, 
) and (p, ) sensitive k-anonymity (Traian et al., 2007). To produce p 
different sensitive values in each equivalence class with a total weight of 
at least, the (p,) sensitive property is proposed. Even this attribute might 
not be enough to safeguard data from similarity attacks. In order to 
generate equivalence classes with different sensitive values from each 
category, [37] first divides the sensitive attribute values into four 
categories, ranging from Top Secret to Non Secret (Sun et al., 2008).  

At least p separate categories of sensitive attribute values with a total 
weight of at least are proposed for the (p, ) sensitive property. Sun et al(L, 
.'s ) diversity privacy models were built on the classification of sensitive 
attribute values into various levels of confidentiality and the l-diversity. 
Utilizing functional (, l) diversity improve l-diversity. Until the (, l) 
diversity is satisfied, the sensitive values and QID characteristics are both 
generalized (Sun et al., 2011; Tian and Zhang, 2011). All of the user-
defined parameters listed in the aforementioned methods are utilised to 
determine the proper thresholds for the size of the equivalence class and 
the number of distinct values of the sensitive attribute value. It is 
impossible to defeat a similarity attack using the current methodologies 
when the input data set only comprises a small number of possible values 
for the sensitive property or if some sensitive values occur more 
frequently than others. 

Anonymization based on generalisation with sampling was suggested as a 
way to hide the adversary's trust in a person's sensitive information 
(Sattar et al., 2013). Amiri et alk-anonymous .'s -likeness model was put 
forth to safeguard data from both identity and attribute exposure (Amiri 
et al., 2016). In order to establish a k-anonymous likeness privacy model 
and counter a background knowledge attack, the authors have devised two 
clustering methods. A tailored privacy model based on trajectory data 
anonymization was suggested (Komishani et al., 2016). While the 
trajectory data is suppressed, the sensitive attribute is generalized. The 
technique defeats linking and similarity attacks. In order to protect data 
privacy in the cloud using anonymization, a group researchers presented 
a two-phase clustering approach (Zhang et al., 2015). Sensitive attribute 
values with different semantic diversities are thought to generate 
equivalence classes. 

The privacy of the data in a distributed system was the subject of research 
at the same time. A cryptographic method called secured multiparty 
computing is used to protect data privacy against malicious and semi-
decent adversaries (Lindell and Pinkas, 2009). In this method, participants 
only securely transmit the data necessary for a specific distributed 
computation, such as the frequency of occurrence of an attribute value or 
statistics for a specific attribute. Many data mining algorithms, including 
those for horizontally and vertically partitioned databases [45,46], have 
been improved so that they can be used with distributed databases 
(Kantarcioglu and Clifton, 2004; Xiao et al., 2006). In a completely 
distributed environment, suggested secure protocols to carry out frequent 
itemset mining, Naive Bayes Classification, and ID3 classification (Yang et 
al., 2005). In the aforementioned class of algorithms, nodes in a distributed 
environment exchange all of the data. Additionally, the data transferred is 
restricted to a single data mining task. 

Table 1: Comparison of current data mining methods that protect privacy 
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3. HYBRID METHODS 

Recently, researchers have focused on hybrid approaches that combine 
anonymization with other privacy-enhancing methods. An adaptable 
method to anonymize distributed data was put forth (Kohlmayer et al., 
2014). In order to protect the privacy of the data, a combination of secure 
multiparty computing and anonymization is used. To prevent linking 
attacks, the final integrated data is anonymized after each participating 
party sends the encrypted data to the next party. Permutation-based data 
anonymization was proposed by Domingo-Ferrer and Muralidhar taking 
into account the data subject, intruder, and transparency of 
anonymization (Domingo-Ferrer and Muralidhar, 2016). It takes into 
account the variety of the data that belong to the same equivalence class 
and can therefore withstand a similarity attack But at the moment, it only 
applies to numerical data.  

For collaborative data publishing proposed an m-privacy model based on 
anonymization (Goryczka et al., 2014). The anonymized data are protected 
by the m-privacy model from m adversaries who are aware of both their 
data and the anonymized data. To maintain data privacy in a cloud 
environment, proposed a hybrid approach combining encryption and 
anonymization (Ji-Jiang et al., 2015). Explicit identifiers, quasi-identifier 
qualities, and medical information make up the three sections of the data. 
While quasi-IDs and the explicit identifiers are both encrypted, the 
medical data is available in plain text. However, identity and attribute 
disclosure will result if the decrypted identifiers or anonymized quasi-

identifiers are connected to medical data. To distort the data, proposed a 
reversible data transform algorithm (Chen-Yi, 2016). Watermarking is 
then used to determine whether the distorted data has been tampered 
with. 

3.1   Contrasting Modern Methods 

The comparison of some of the existing methods in this field is shown in 
Table 1. The present methods for protecting data privacy based on k-
anonymization, which defeats similarity attacks and probabilistic 
inference attacks, either apply to numerical attributes or presume that the 
values of sensitive attribute values are sorted in an inherent way. There 
might not be any implied ordering between the attribute values in some 
applications. There are also several hybrid strategies that combine safe 
multiparty computing and k-anonymization; however these techniques 
are either computationally challenging or can only withstand linkage 
attacks on the anonymized data. Additionally, these techniques mainly 
focus on the secure integration of data from many sources and are unable 
to shield data against similarity attacks and attacks based on probabilistic 
inference. In our earlier work, we suggested a privacy strategy to create 
anonymised equivalence classes with the widest range of sensitive 
attribute values conceivable. This would defend against similarity attacks 
on the anonymised data. By creating a uniform distribution of sensitive 
attribute values in both the original data and the anonymized groups, we 
hope to safeguard the anonymized data from attacks using probabilistic 
inference in this study. 

Table 2: Microdata 

 

Table 3: Anonymous group  

 

Table 4: Anonymous 3-diverse groups 
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4. PRELIMINARIES 

Both public and private attributes can be found in the microdata that data 
owners have made available. Public qualities are those that are widely 
recognised and accessible to everyone. The term "QID attributes" refers to 
characteristics that a hacker uses to reveal a person's identity. The values 
of sensitive attributes (SA) should remain secret while the data is 
published. Age, Gender, and Zipcode are QID properties shown in Table 2, 
while Id is a public attribute and Disease is a sensitive attribute. Using his 
or her understanding of the QID attribute value of the target, the attacker 
attempts to reveal the sensitive attribute value of the target. Consider a 
burglar named A who seeks treatment at a specific hospital because he is 
acquainted with a 35-year-old woman who lives in his neighbourhood. If 
he has access to the microdata that was made available by the hospital, he 
may be able to determine that she has diabetes. Identity disclosure or 
linkage attacks are terms used to describe this kind of assault. 

Table 3 displays the 2-anonymous table created using k-anonymization 
from the provided microdata. Four classes of equivalence are obtained via 
generalisation and suppression, each having the same values for the QID 
characteristics. The values that are suppressed during the anonymization 
process are denoted by an asterisk (*). Each two-person group defeats 
linking attack. Now, a 35-year-old female can only be assumed to be 
diabetic with a 50% likelihood by the same intruder who knows her. She 
also has an equal likelihood of developing gastritis. Although a connecting 
attack cannot succeed against Table 3, there is still a potential for the other 
attacks described below. Homogeneity Attack: The k-anonymization 
method would be useless if every record in an anonymized group had the 
same values for the sensitive attribute. Homogeneity attack is the name 
given to this type of assault.  

Homogeneity attack is caused by the second and fourth equivalence 
classes in Table 3 having the same values for their sensitive property. The 
diversity of The homogeneity attack is largely defeated by principle. Table 
4 displays four groups of three different equivalence classes, each with 
three different sensitivity values (l = 3). Attack based on similarity: 
Although the sensitive values in an anonymised group aren't identical, 
they could be similar to one another. Despite the fact that the values are l-
diverse, this will result in the revealing of sensitive attributes. For the 
sensitive values of both records, the first equivalence class in Table 3 has 
values that are comparable. A stranger would quickly surmise that the 
subject is experiencing stomach-related issues. Similar to Table 3, Table 4 
also has three diverse sensitive values in the first equivalence class that 
are all equivalent to one another. Attack using Background Knowledge: An 
attacker can reduce the number of potential sensitive values in an 
equivalence class group by using background knowledge about the 
sensitive attribute or the general features of the material. Background 
knowledge assault is the term used to describe this type of attack. There is 
a probability for a probabilistic inference attack when one sensitive 
attribute value in an equivalence class occurs more frequently than the 
others. This aids the intrusive party in learning which sickness is more 
prevalent within a specific set of QID values. 

5. CONCLUSION 

By using different data anonymization techniques on, the data owners can 
share the data in a secure manner. All the sensitive data are corrupted due 
linking assault, homogeneity attack, similarity attack, and probabilistic 
inference attack. The Hadoop environment distributes the set of data with 
privacy protected. T. By generating the ideal number of clusters that 
satisfy the criteria, a better trade-off between privacy and utility can be 
made. 
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